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1
IMAGE PROCESSOR FOR MOTION
SEARCHES

TECHNICAL FIELD

The present invention relates to image processors, and
more particularly, to an image processor that performs
motion search referring to a reference image stored in an
external memory.

BACKGROUND ART

Patent Literature 1 below, for example, describes an
image processor of a background art. The image processor
includes a frame memory configured with an SDRAM
(Synchronous Dynamic Random Access Memory) and a
motion search unit connected to the frame memory. The
frame memory holds an image to be coded, a reference
image for rough search, and a reference image for fine
search. The reference image for rough search is produced in
advance by reduction and stored in the frame memory. The
motion search unit firstly reads an image to be coded and the
reference image for rough search from the frame memory
and performs motion search with these images, so as to
obtain a motion vector as a result of rough search. Then the
motion search unit reads the reference images of the areas
surrounding this motion vector among the reference images
for fine search from the frame memory and performs motion
search with the image to be coded and this reference images,
so as to obtain a motion vector as a result of fine search.

CITATION LIST
Patent Literature
Patent Literature 1: JP2007-96696A

SUMMARY OF THE INVENTION
Problems to be Solved by the Invention

The image processor described in the above Patent Lit-
erature 1, however, requires sending and receiving huge
amount of data between the motion search unit and the frame
memory. Moreover, the frame memory is configured with an
SDRAM having a low operational speed. Thus latency is
likely to occur when the motion search unit accesses the
frame memory, resulting in an elongated time required for
motion search as a whole.

The present invention has been made in view of such
situation, and is directed to obtaining an image processor
that achieves high-speed motion search with a simple con-
figuration.

Means to Solve the Problems

An image processor according to a first aspect of the
present invention performs motion search by referring to a
first image stored in an external memory. The image pro-
cessor includes a first internal memory accessible with a
higher speed than an external memory and configured to
hold a second image in a predetermined range of the first
image, an image production unit configured to read an image
in a predetermined range of the second image from the first
internal memory and produce a third image for rough search
based on the read image, a second internal memory acces-
sible with a higher speed than the external memory and
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2

configured to hold the third image produced by the image
production unit, a first search unit configured to read the
third image from the second internal memory and perform
first motion search based on the third image, and a second
search unit configured to read a fourth image in a predeter-
mined range of the second image from the first internal
memory based on a search result by the first search unit and
perform second motion search that is more detailed than the
first motion search based on the fourth image.

In the image processor according to the first aspect, the
image production unit produces a third image based on the
image read from the first internal memory. The first search
unit performs first motion search based on the third image
read from the second internal memory. The second search
unit performs second motion search based on the fourth
image read from the first internal memory. Here, the first and
the second internal memories are both accessible with a
higher speed than the external memory. Thus in comparison
with reads of an image from the external memory by the
image production unit, the first search unit, and the second
search unit, time required for reads is shortened, and thus
high-speed motion search is achieved as a whole.

An image processor according to a second aspect of the
present invention is the image processor according to the
first aspect. The image processor further includes a third
internal memory accessible with a higher speed than the
external memory, a transfer unit configured to read a fifth
image of a predetermined range in the second image from
the first internal memory based on a search result by the
second search unit and store the fifth image in the third
internal memory, and a third search unit configured to read
the fifth image from the third internal memory and perform
third motion search that is more detailed than the second
motion search based on the fifth image.

In the image processor according to the second aspect, the
transfer unit stores the fifth image read from the first internal
memory in the second internal memory. The third search
unit performs the third motion search based on the fifth
image read from the third internal memory. Here, the third
internal memory is accessible with a higher speed than the
external memory. Thus in comparison with reads of an
image from the external memory by the transfer unit and the
third search unit, time required for reads is shortened, and
thus high-speed motion search is achieved as a whole.

An image processor according to a third aspect of the
present invention is the image processor according to the
first or second aspect. The second image includes luminance
and chrominance data. A unit storage area of the first internal
memory holds a unit luminance data piece equivalent of
luminance data of 8 columnsx2 rows in a pixel space or a
unit chrominance data piece equivalent of chrominance data
of 8 columnsx4 rows in a pixel space.

In the image processor according to the third aspect, the
unit storage area of the first internal memory holds the unit
luminance data piece equivalent of luminance data of 8
columnsx2 rows in a pixel space or a unit chrominance data
piece equivalent of chrominance data of 8 columnsx4 rows
in a pixel space. Thus a unit luminance data piece of 8
columnsx2 rows to be stored in a unit storage area of the
second internal memory and a unit luminance data piece of
4 columnsx4 rows to be stored in a unit storage area of the
third internal memory can be produced easily based on the
unit luminance data piece stored in the unit storage area of
the first internal memory.

An image processor according to a fourth aspect of the
present invention is the image processor according to the
third aspect. The first internal memory includes a plurality of
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memory banks, the memory banks being configured to hold
eight pieces of unit luminance data aligned in two columns
by four rows separately.

In the image processor according to the fourth aspect,
eight pieces of unit luminance data aligned in two columns
by four rows are stored in different memory banks in the first
internal memory. Thus these eight pieces of unit luminance
data can be written to and read from the first internal
memory simultaneously.

An image processor according to a fifth aspect of the
present invention is the image processor according the third
or fourth aspects. The first internal memory includes a
plurality of memory banks, the memory banks being con-
figured to hold eight pieces of unit luminance data aligned
in one column by eight rows separately.

In the image processor according to the fifth aspect, eight
pieces of unit luminance data aligned in one column by eight
rows are stored in different memory banks in the first
internal memory. Thus theses eight pieces of unit luminance
data can be written to and read from the first internal
memory simultaneously.

An image processor according to a sixth aspect of the
present invention is the image processor according to any
one of the third to fifth aspects. The first internal memory
includes a plurality of memory banks, the memory banks
being configured to hold eight pieces of unit chrominance
data aligned in two columns by four rows separately.

In the image processor according to the sixth aspect, eight
pieces of unit chrominance data aligned in two columns by
four rows are stored in different memory banks in the first
internal memory. Thus these eight pieces of unit chromi-
nance data can be written to and read from the first internal
memory simultaneously.

An image processor according to a seventh aspect of the
present invention is the image processor according to any
one of the third to sixth aspects. The first internal memory
includes a plurality of memory banks, the memory banks
being configured to hold four pieces of unit luminance data
aligned in one column by four rows and two pieces of unit
chrominance data aligned in one column by two rows
separately.

In the image processor according to the seventh aspect,
four pieces of unit luminance data aligned in one column by
four rows and two pieces of unit chrominance data aligned
in one column by two rows are stored in different memory
banks in the first internal memory. Thus these four pieces of
unit luminance data and two pieces of unit chrominance data
can be written to and read from the first internal memory
simultaneously.

An image processor according to an eighth aspect of the
present invention is the image processor according to any
one of the third to seventh aspects. The first internal memory
includes a plurality of memory banks, the memory banks
being configured to hold four pieces of unit luminance data
aligned in two columns by two rows and two pieces of unit
chrominance data aligned in two columns by one row
separately.

In the image processor according to the eighth aspect, four
pieces of unit luminance data aligned in two columns by two
rows and two pieces of unit chrominance data aligned in two
columns by one row are stored in different memory banks of
the first internal memory. Thus these four pieces of unit
luminance data and two pieces of unit chrominance data can
be written to and read from the first internal memory
simultaneously.

An image processor according to a ninth aspect of the
present invention is the image processor according to any
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one of the third to eighth aspects. The first internal memory
includes a plurality of memory banks. The image processor
further includes a first address setting unit configured to set
a memory bank for storing each of the unit luminance and
chrominance data pieces among the memory banks, based
on a positional coordinate of the unit luminance and chromi-
nance data pieces in a pixel space.

In the image processor according to the ninth aspect, the
first address setting unit sets a memory bank for storing each
of the unit luminance and chrominance data pieces among
the plurality of memory banks of the first internal memory,
based on positional coordinates of the unit luminance and
chrominance data pieces in a pixel space. Thus each of the
unit luminance and chrominance data pieces is stored in an
appropriate memory bank.

An image processor according to a 10-th aspect of the
present invention is the image processor according to the
ninth aspect. The first address setting unit further sets an
address in the memory bank for storing each of the unit
luminance and chrominance data pieces, based on the posi-
tional coordinate of the unit luminance and chrominance
data pieces in the pixel space.

In the image processor according to the 10-th aspect, the
first address setting unit further sets an address in the
memory bank for storing each of the unit luminance and
chrominance data pieces, based on the positional coordinate
of the unit luminance and chrominance data pieces in the
pixel space. Thus the unit luminance and chrominance data
pieces are stored at an appropriate address in the memory
bank.

An image processor according to an 11-th aspect of the
present invention is the image processor according to any
one of the third to 10-th aspects. A read and a write of data
from and to the first internal memory are performed on a
time division basis.

In the image processor according to the 11-th aspect, a
read and write of data from and to the first internal memory
are performed on a time division basis. Thus configuration
of the first internal memory with a single-port RAM is
realized, achieving reduction in a circuit size.

An image processor according to a 12-th aspect of the
present invention is the image processor according to any
one of the third to 11-th aspects. A vertical size of the second
image is set in a unit of a predetermined number of rows, so
that the first internal memory is enabled to hold one or a
plurality of second images.

In the image processor according to the 12-th aspect, a
vertical size of the second image is set in a unit of a
predetermined number of rows, so that the first internal
memory is enabled to hold one ore a plurality of second
images. This realizes motion search not only with a single
reference image but also with multiple reference images.

An image processor according to a 13-th aspect of the
present invention is the image processor according to any
one of the third to 12-th aspects. While motion search
targeting a current macroblock is performed, luminance and
chrominance data in an area for processing a subsequent
current macroblock is written to the first internal memory.

In the image processor according to the 13-th aspect,
while motion search targeting a current macroblock is per-
formed, luminance and chrominance data for processing a
subsequent current macroblock is written to the first internal
memory. Thus upon completion of motion search targeting
a current macroblock, processing of a subsequent current
macroblock is started without delay.

An image processor according to a 14-th aspect of the
present invention is the image processor according to any
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one of third to 13-th aspects. The image production unit
produces one piece of unit luminance data of 8 columnsx2
rows in a pixel space, based on four pieces of unit luminance
data aligned in two columns by two rows in the first internal
memory, and stores the unit luminance data piece in a unit
storage area of the second internal memory.

In the image processor according to the 14-th aspect, the
image production unit produces one piece of unit luminance
data of 8 columnsx2 rows in a pixel space, based on four
pieces of unit luminance data aligned in two columns by two
rows in the first internal memory. This facilitates producing
a reduced image to be produced by reducing an image stored
in the first internal memory to Y.

An image processor according to a 15-th aspect of the
present invention is the image processor according to the
14-th aspect. The second internal memory includes a plu-
rality of memory banks, the memory banks being configured
to hold eight pieces of unit luminance data aligned in two
columns by four rows separately.

In the image processor according to the 15-th aspect, eight
pieces of unit luminance data aligned in two columns by four
rows are stored in different memory banks of the second
internal memory. Thus these eight pieces of unit luminance
data can be written to the second internal memory simulta-
neously and read from the first internal memory simultane-
ously.

An image processor according to a 16-th aspect of the
present invention is the image processor according to the
14-th or 15-th aspect. The second internal memory includes
a plurality of memory banks, the memory banks being
configured to hold eight pieces of unit luminance data
aligned in one column by eight rows separately.

In the image processor according to the 16-th aspect, eight
pieces of unit luminance data aligned in one column by eight
rows are stored in different memory banks of the second
internal memory. Thus these eight pieces of unit luminance
data can be written to the second internal memory simulta-
neously and read from the first internal memory simultane-
ously.

An image processor according to a 17-th aspect of the
present invention is the image processor according to any
one of the 14-th to 16-th aspects. The second internal
memory includes a plurality of memory banks. The image
processor further includes a second address setting unit
configured to set a memory bank for storing each unit
luminance data piece among the memory banks, based on a
positional coordinate of the unit luminance data piece in a
pixel space.

In the image processor according to the 17-th aspect, the
second internal memory includes a plurality of memory
banks, and the second address setting unit sets a memory
bank for storing each unit luminance data piece among the
memory banks, based on a positional coordinate of the unit
luminance data piece in a pixel space. Thus the unit lumi-
nance data pieces are stored in an appropriate memory bank.

An image processor according to an 18-th aspect of the
present invention is the image processor according to the
17-th aspect. The second address setting unit further sets an
address in the memory bank for storing each unit luminance
data piece, based on the positional coordinate of the unit
luminance data piece in the pixel space.

In the image processor according to the 18-th aspect, the
second address setting unit sets an address in the memory
bank for storing each unit luminance data piece, based on the
positional coordinate of the unit luminance data piece in the
pixel space. Thus the unit luminance data piece is stored at
an appropriate address in the memory bank.
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An image processor according to a 19-th aspect of the
present invention is the image processor according to any
one of the 14-th to 18-th aspects. A read and a write of data
from and to the second internal memory are performed on a
time division basis.

In the image processor according to the 19-th aspect, a
read and a write of data from and to the second internal
memory are performed on a time division basis. Thus
configuration of the second internal memory with a single-
port RAM is realized, achieving reduction in a circuit size.

An image processor according to a 20-th aspect of the
present invention is the image processor according to any
one of the 14-th to 19-th aspects. A vertical size of the third
image is set in a unit of a predetermined number of rows, so
that the second internal memory is enabled to hold one or a
plurality of third images.

In the image processor according to the 20-th aspect, a
vertical size of the third image is set in a unit of a prede-
termined number of rows, so that the second internal
memory is enabled to hold one or a plurality of third images.
This realizes motion search not only with a single reference
image but also with multiple reference images.

An image processor according to a 21-st aspect of the
present invention is the image processor according to any
one of the 14-th to 20-th aspects. While motion search
targeting a current macroblock is performed, luminance data
in an area for processing a subsequent current macroblock is
written to the second internal memory.

In the image processor according to the 21-st aspect,
while motion search targeting a current macroblock is per-
formed, luminance data in an area for processing a subse-
quent current macroblock is written to the second internal
memory. Thus upon completion of motion search targeting
a current macroblock, processing of a subsequent current
macroblock is started without delay.

An image processor according to a 22-nd aspect of the
present invention is the image processor according to any
one of the third to 21-st aspects. The transfer unit generates
two pieces of unit luminance data of 4 columnsx4 rows in
a pixel space, based on two pieces of unit luminance data
aligned in one column by two rows of 8 columnsx2 rows in
the first internal memory, and stores the unit luminance data
piece in a unit storage area of the third internal memory.

In the image processor according to the 22-nd aspect, the
transfer unit generates two pieces of unit luminance data of
4 columnsx4 rows in a pixel space, based on two pieces of
unit luminance data aligned in one column by two rows in
the first internal memory. This facilitates conversion from a
unit luminance data piece of 8 columnsx2 rows to a unit
luminance data piece of 4 columnsx4 rows.

An image processor according to a 23-rd aspect of the
present invention is the image processor according to the
22-nd aspect. The third internal memory includes a plurality
of memory banks, the memory banks being configured to
hold 16 pieces of unit luminance data aligned in four
columns by four rows separately.

In the image processor according to the 23-rd aspect, the
16 pieces of unit luminance data aligned in four columns by
four rows are stored in different memory banks of the third
internal memory. Thus these 16 pieces of unit luminance
data can be written to and read from the third internal
memory simultaneously.

An image processor according to a 24-th aspect of the
present invention is the image processor according to the
22-nd or 23-rd aspect. The third internal memory includes a
plurality of memory banks. The image processor further
includes a third address setting unit configured to set a
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memory bank for storing each unit luminance data piece
among the memory banks, based on a positional coordinate
of the unit luminance data piece in a pixel space.

In the image processor according to the 24-th aspect, the
third address setting unit sets a memory bank for storing
each unit luminance data piece among the plurality of
memory banks of the third internal memory, based on a
positional coordinate of the unit luminance data piece in a
pixel space. Thus each unit luminance data piece is stored in
an appropriate memory bank.

An image processor according to a 25-th aspect of the
present invention is the image processor according to the
24-th aspect. The third address setting unit further sets an
address in the memory bank for storing each unit luminance
data piece, based on the positional coordinate of the unit
luminance data piece in the pixel space.

In the image processor according to the 25-th aspect, the
third address setting unit sets an address in the memory bank
for storing each unit luminance data piece, based on the
positional coordinate in the unit luminance data piece in the
pixel space. Thus each unit luminance data piece is stored at
an appropriate address in the memory bank.

An image processor according to a 26-th aspect of the
present invention is the image processor according to any
one of the 23-th to 25-th aspects. The a plurality of memory
banks of the third internal memory includes a plurality of
memory banks belonging to a first set and a plurality of
memory banks belonging to a second set. A read and a write
of data from and to each of the first and second sets are
performed on a time division basis.

In the image processor according to the 26-th aspect, a
read and a write of data from and to each of the first and
second sets of the third internal memory are performed on a
time division basis. Thus configuration of the third internal
memory with a single-port RAM is realized, achieving
reduction in a circuit size.

An image processor according to a 27-th aspect of the
present invention is the image processor according to the
26-th aspect. While a read of data from one of the first and
second sets for motion search targeting a current macroblock
is performed, data for motion search targeting a subsequent
current macroblock is written to the other one of the first and
second sets.

In the image processor according to the 27-th aspect,
while a read of data from one of the first and second sets for
motion search targeting a current macroblock is performed,
data for motion search targeting a subsequent current mac-
roblock is written to the other one of the first and second
sets. Thus upon completion of motion search targeting a
current macroblock, processing of a subsequent current
macroblock is started without delay.

An image processor according to a 28-th aspect of the
present invention is the image processor according to any
one of the 22-nd to 27-th aspects. The third internal memory
holds a predetermined number of unit luminance data
pieces, in accordance with a macroblock part mode included
in a search result by the second search unit.

In the image processor according to the 28-th aspect, the
third internal memory holds a predetermined number of unit
luminance data pieces, in accordance with a macroblock part
mode included in a search result by the second search unit.
Thus motion search by the third search unit is appropriately
performed in accordance with a macroblock part mode.

An image processor according to a 29-th aspect of the
present invention is the image processor according to any
one of the 22-nd to 28-th aspects. The third internal memory
further holds a reference image for a Skip/Direct vector and
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a reference image for a (0, 0) vector, based on a position of
a current macroblock in a pixel space.

In the image processor according to the 29-th aspect, the
third internal memory holds a reference image for a Skip/
Direct vector and a reference image for a (0, 0) vector. This
increases accuracy of motion search by the third search unit.

Effects of the Invention

The present invention achieves an image processor that
achieves high-speed motion search with a simple configu-
ration.

These and other objects, features, aspects and advantages
of'the present invention will become more apparent from the
following detailed description of the present invention when
taken in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram illustrating a configuration of an
encoder according to an embodiment of the present inven-
tion.

FIG. 2 is a diagram illustrating an internal configuration
of a motion search unit in FIG. 1.

FIG. 3 is a diagram illustrating a configuration of a
LSRAM.

FIG. 4 is a diagram illustrating an example of a first image
to be stored in the LSRAM.

FIG. 5 is a diagram illustrating a second example of an
image to be stored in the LSRAM.

FIGS. 6A and 6B are diagrams for illustrating a rule for
arranging luminance data to be stored in the LSRAM.

FIGS. 7A and 7B are diagrams for illustrating a rule for
arranging chrominance data to be stored in the LSRAM.

FIG. 8 is a diagram for illustrating distribution of the
luminance data among the memory banks in the LSRAM.

FIG. 9 is a diagram for illustrating distribution of the
chrominance data among the memory banks in the LSRAM.

FIG. 10 is a diagram illustrating the luminance data in
FIG. 8 and the chrominance data in FIG. 9 together.

FIG. 11 is a diagram for illustrating how the address
generation unit sets the bank indexes of the luminance data.

FIG. 12 is a diagram illustrating how the address genera-
tion unit sets the bank indexes of the chrominance data.

FIG. 13 is a diagram for illustrating a rule for updating
image data to be written from the frame memory to the
LSRAM.

FIG. 14 is a diagram for illustrating a rule for updating
image data to be written from the frame memory to the
LSRAM.

FIG. 15 is a diagram for illustrating a rule for updating
image data to be written from the frame memory to the
LSRAM.

FIG. 16 is a diagram for illustrating a rule for updating
image data to be written from the frame memory to the
LSRAM.

FIG. 17 is a diagram illustrating a configuration of the
MSRAM

FIG. 18 is a diagram illustrating a first example of an
image to be stored in the MSRAM.

FIG. 19 is a diagram illustrating a second example of the
image to be stored in the MSRAM.

FIG. 20 is a diagram illustrating resizing of an image by
the image production unit.

FIG. 21 is a diagram for illustrating distribution of the
luminance data among the memory banks in the MSRAM.
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FIG. 22 is a diagram illustrating the luminance data in
FIG. 21.

FIG. 23 is a diagram illustrating an example of setting the
bank address BA in the MSRAM.

FIG. 24 is a diagram for illustrating a rule for updating
image data to be written from the image production unit to
the MSRAM.

FIG. 25 is a diagram for illustrating a rule for updating
image data to be written from the image production unit to
the MSRAM.

FIG. 26 is a diagram for illustrating a rule for updating
image data to be written from the image production unit to
the MSRAM.

FIG. 27 is a diagram for illustrating a rule for updating
image data to be written from the image production unit to
the MSRAM.

FIG. 28 is a diagram for illustrating a rule for updating
image data to be written from the image production unit to
the MSRAM.

FIG. 29 is a diagram illustrating a configuration of the
SSRAM.

FIG. 30 is a diagram illustrating an example of an image
to be stored in the SSRAM.

FIG. 31 is a diagram illustrating packed word conversion
by the transfer unit.

FIG. 32 is a diagram for illustrating distribution of the
luminance data among the memory banks in the SSRAM.

FIG. 33 is a diagram illustrating the luminance data in
FIG. 32.

FIG. 34 is a diagram illustrating a
reference image in the SSRAM.

FIG. 35 is a diagram illustrating a
reference image in the SSRAM.

FIG. 36 is a diagram illustrating a
reference image in the SSRAM.

FIG. 37 is a diagram illustrating a
reference image in the SSRAM.

FIG. 38 is a diagram illustrating a
reference image in the SSRAM.

FIG. 39 is a diagram illustrating a
reference image in the SSRAM.

storage area of a

storage area of a

storage area of a

storage area of a

storage area of a

storage area of a

DESCRIPTION OF THE INVENTION

Preferred embodiments of the present invention are
described in detail below referring to the drawings. It should
be noted that identical reference numerals throughout the
drawings indicate identical or equivalent elements.

FIG. 1 is a diagram illustrating a configuration of an
encoder 1 according to an embodiment of the present
invention. The encoder 1 is an image processor in confor-
mity with the H.264 standard, and is connected to a frame
memory 2 which is an external memory. The frame memory
2 is configured with, for example, a Dynamic Random
Access Memory (DRAM), being capable of holding one or
multiple reference images. FIG. 1 illustrates a relation of
connection of the encoder 1 including a motion search unit
4, a motion compensation unit 5, a deblocking filter 6, a
processing unit 7, and an entropy coding unit 8. The pro-
cessing unit 7 performs processes such as orthogonal trans-
formation, quantization, and dequantization.

FIG. 2 is a diagram illustrating an internal configuration
of the motion search unit 4 in FIG. 1. FIG. 2 illustrates a
relation of connection of the motion search unit 4 including
three Static Random Access Memories (SRAM) which are
internal memories. In the present embodiment, the three
SRAMs are respectively referred to as “LSRAM 117,
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10
“MSRAM 137, and “SSRAM 17~ for simple distinction.
The LSRAM 11, the MSRAM 13, and the SSRAM 17 are
accessible with a higher speed than the frame memory 2. The
motion search unit 4 includes an image production unit 12,
search units 14, 15, and 18, and a transfer unit 16.

Written in the LSRAM 11 are luminance and chrominance
images (second image) of a predetermined range in a
reference image (first image) stored in the frame memory 2
by a Direct Memory Access (DMA) control. The image
production unit 12 reads the luminance image of the prede-
termined range in the second image from the LSRAM 11 and
resizes the image to % to produce a reduced image (third
image) for rough search. The third image produced by the
image production unit 12 is stored in the MSRAM 13. The
search unit 14 reads the third image from the MSRAM 13
and performs motion search (reduced pixel search) based on
the third image. The result of the reduced pixel search by the
search unit 14 is input to the search unit 15. The search unit
15 reads a luminance image (fourth image) of a predeter-
mined range in the second image from the LSRAM 11 based
on the input search result, and performs motion search
(integer accuracy pixel search) that is more detailed than
reduced pixel search, based on the fourth image. The result
of the integer accuracy pixel search by the search unit 15 is
input to the transfer unit 16 and the search unit 18. The
transfer unit 16 reads a luminance image (fifth image) of a
predetermined range in the second image from the LSRAM
11 based on the input search result, and stores the fifth image
in the SSRAM 17. The search unit 18 reads the fifth image
from the SSRAM 17, and performs motion search (decimal
accuracy pixel search) that is more detailed than integer
accuracy pixel search, based on the fifth image. The search
unit 18 reads a chrominance image for interpolation from the
LSRAM 11. Reduced pixel search by the search unit 14,
integer accuracy pixel search by the search unit 15, and
decimal accuracy pixel search by the search unit 18 are
performed by macroblock pipelining.

FIG. 3 is a diagram illustrating a configuration of the
LSRAM 11. The LSRAM 11 is split into multiple memory
banks, being configured with eight memory banks in total
including Oth bank 220 to seventh bank 227 in this example.
An input/output interface 21 including an address generation
unit 23 is connected to the memory banks. The LSRAM 11
switches a write of an image from the frame memory 2, a
read of an image to the image production unit 12, a read of
an image to the search unit 15, a read of an image to the
transfer unit 16, and a read of an image to the search unit 18,
on a time division basis. Simultaneous access to different
memory banks is available, and the number of banks the
memory is split into is set at such a number that these writes
and reads on a time division basis are performed without
delay.

FIG. 4 is a diagram illustrating a first example of an image
to be stored in the LSRAM 11. In a storage area 36 indicated
by the thick line in the figure, the LSRAM 11 holds image
data (luminance and chrominance data) of 1920 columnsx
160 rows out of 1920 columnsx1080 rows of a reference
image 30. The storage area 36 includes a search window 32
around a current macroblock 31, an overlapping arca 33
equivalent of delay in macroblock pipelining, and an update
area 34 for resizing an image to be used during processing
of a subsequent macroblock. An area 35 is image data to be
written from the frame memory 2 to the LSRAM 11 in
preparation for an update of the current macroblock.

FIG. 5 is a diagram illustrating a second example of the
image to be stored in the LSRAM 11. The height (vertical
size) of the search window 32 can be set at an arbitrary
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number up to 160 rows in a unit of 8 rows. Thus in the
presence of multiple reference images (two reference images
301 and 302 in the example of FIG. 5), the height of the
search window 32 is set in accordance with the number of
reference images, so that a storage area 361 in a reference
image 301 and a storage area 362 in a reference image 302
are stored in the LSRAM 11.

FIGS. 6A and 6B are diagrams for illustrating a rule for
arranging luminance data to be stored in the LSRAM 11.
FIG. 6A illustrates a pixel space of 16 columnsx4 rows in the
image, and FIG. 6B illustrates a storage area of four words
(that is, four unit storage areas) in the LSRAM 11. As
illustrated in FIGS. 6A and 6B, the unit storage area of the
LSRAM 11 holds a unit luminance data piece (hereinafter
“8x2 packed word”) equivalent of luminance data of 8
columnsx2 rows in the pixel space. Each piece of the
luminance data in the example of the present embodiment is
8 bits, and thus an 8x2 packed word and a word of the
LSRAM 11 are both 128 bits.

FIGS. 7A and 7B are diagrams for illustrating a rule for
arranging chrominance data to be stored in the LSRAM 11.
FIG. 7A illustrates a pixel space of 16 columnsx4 rows in the
image, and FIG. 7B illustrates a storage area of two words
(that is, two unit storage areas) in the LSRAM 11. As
illustrated in FIGS. 7A and 7B, the unit storage area of the
LSRAM 11 holds a unit chrominance data piece equivalent
of chrominance data of 8 columnsx4 rows in the pixel space.
In the example of the present embodiment, image data in the
YUV420 format is processed, and thus a pixel space of 8
columnsx4 rows in luminance includes 16 chrominance data
pieces (128 bits).

FIG. 8 is a diagram for illustrating distribution of the
luminance data among the memory banks in the LSRAM 11.
FIG. 8 illustrates 64 pieces of 8x2 packed words included in
a pixel space of 32 columnsx32 rows. The numbers in the
figure indicate bank indexes allotted to the memory banks of
the Oth bank 220 to the seventh bank 227. As illustrated in
FIG. 8, luminance data pieces are distributed to the memory
banks, so that arbitrary eight pieces of unit luminance data
aligned in one column by eight rows are stored in different
memory banks and arbitrary eight pieces of unit luminance
data aligned in two columns by four rows are stored in
different memory banks.

FIG. 9 is a diagram for illustrating distribution of the
chrominance data among the memory banks in the LSRAM
11. FIG. 9 illustrates 32 pieces of 8x2 packed words
included in a pixel space of 32 columnsx32 rows in lumi-
nance. The numerals in the figure indicate bank indexes. As
illustrated in FIG. 9, chrominance data pieces are distributed
to the memory banks, so that arbitrary eight pieces of unit
chrominance data aligned in two columns by four rows are
stored in different memory banks.

FIG. 10 is a diagram illustrating the luminance data in
FIG. 8 and the chrominance data in FIG. 9 together. The
eight pieces of unit luminance data (1 columnx8 rows)
included in an area R1 can be read from or written to the
LSRAM 11 simultaneously. The eight pieces of unit lumi-
nance data (2 columnsx4 rows) included in an area R2 can
be read from or written to the LSRAM 11 simultaneously.
The eight pieces of unit chrominance data (2 columnsx4
rows) included in an area R3 can be read from or written to
the LSRAM 11 simultaneously. The four pieces of unit
luminance data (2 columnsx2 rows) and the two pieces of
unit chrominance data (2 columnsx1 row) included in an
area R4 can be read from or written to the LSRAM 11
simultaneously. The four pieces of unit luminance data (1
columnx4 rows) and the two unit chrominance data piece (1
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columnx?2 rows) included in the area RS can be read from or
written to the LSRAM 11 simultaneously.

FIG. 11 is a diagram for illustrating how the address
generation unit 23 sets the bank indexes of the luminance
data. The address generation unit 23 sets the bank indexes of
the packed words, based on a coordinate of column (x
coordinate) and a coordinate of row (y coordinate) in a unit
of'a packed word in a pixel space. The sign “%" in the figure
represents an operation to obtain a remainder. The remainder
of division is dropped. For example, in writing a packed
word of luminance data to the LSRAM 11, if the y coordi-
nate is divided by “4” and the obtained value is further
divided by “2” and the remainder is “0”, while the remainder
of the division of the y coordinate by “4” is “0”, and the x
coordinate is divided by “2” and the remainder is “0”, the
bank index BI for the packed word is set at “0”, and the
packed word is stored in the Oth bank 220 of the LSRAM 11.

The following formula represents the relation illustrated
in FIG. 11:

BI=((x%2) " (3/4)%2))*4+(%4)

[

where represents an operator to perform exclusive OR.

FIG. 12 is a diagram illustrating how the address genera-
tion unit 23 sets the bank indexes of the chrominance data.
The address generation unit 23 sets the bank indexes of the
packed words, based on x and y coordinates in a unit of a
packed word in a pixel space. For example, in writing a
packed word of chrominance data to the LSRAM 11, if the
y coordinate is divided by “2” and the obtained value is
further divide by “4”, and the remainder is “1”, and the x
coordinate is divided by “2” and the remainder is “0”, the
bank index BI for the packed word is set at “4”, and the
packed word is stored in the fourth bank 224 of the LSRAM
11.

The following formula represents the relation illustrated
in FIG. 12:

BI=(((74)%2)==(x%2))<<2)+((~((/2)%2))<<1)+
((/4)%2)

9

where
sion.

The address generation unit 23 sets an address in the
memory bank (bank address BA) for storing the packed
words, based on x and y coordinates in a unit of a packed
word in a pixel space. In the memory banks, the area in the
first two-thirds (BA="0"~“2559") holds the luminance data,
and the area in the latter one-third (BA="2560"~“3839")
holds the chrominance data.

A formula for setting the bank address of the luminance
data is represented as follows:

represents an operator to perform bitwise inver-

BA=(x/2)+(y/4)*128

A formula for setting the bank address of the chrominance
data is represented as follows:

BA=(x/2)+(/8)*128+2560

FIGS. 13 to 16 are diagrams for illustrating a rule for
updating image data to be written from the frame memory 2
to the LSRAM 11. While motion search targeting a current
macroblock is performed, image data in an area for process-
ing a subsequent current macroblock is written from the
frame memory 2 to the LSRAM 11.

Referring to FIG. 13, the current macroblock 31 is located
at the top-left corner of the reference image 30 when
processing starts. Here, the image data in a range where the
search window 32 overlaps the reference image 30 (diago-
nally shaded area) is written from the frame memory 2 to the
LSRAM 11.
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Referring to FIG. 14, when the current macroblock 31 is
on the upper side of the reference image 30, the image data
of an area 35 in the reference image 30 and on the right side
of the search window 32 is written from the frame memory
2 to the LSRAM 11.

Referring to FIG. 15, when the right side of the search
window 32 is on the right side of the reference image 30, the
image data of an area 35 equivalent of one macroblock
located one macroblock line below the bottom of the search
window 32 and on the left side of the reference image 30 is
written from the frame memory 2 to the LSRAM 11.

Referring to FIG. 16, in a normal update when the current
macroblock 31 is around the center of the reference image
30, the image data of an area 35 equivalent of one macro-
block on the bottom-right corner of the search window 32 is
written from the frame memory 2 to the LSRAM 11.

FIG. 17 is a diagram illustrating a configuration of the
MSRAM 13. The MSRAM 13 is split into multiple memory
banks, being configured with eight memory banks in total
including Oth bank 420 to seventh bank 427 in this example.
An input/output interface 41 including an address generation
unit 43 is connected to the memory banks. The MSRAM 13
switches a write of an image from the image production unit
12 and a read of an image to the search unit 14 on a time
division basis. Simultaneous access to different memory
banks is available, and the number of banks the memory is
split into is set at such a number that these writes and reads
on a time division basis are performed without delay.

FIG. 18 is a diagram illustrating a first example of an
image to be stored in the MSRAM 13. In a storage area 51
indicated by the in the thick line figure, the MSRAM 13
holds luminance data obtained by reducing the images of the
search window 32 and the update area 34 to 4 (V% each
vertically and horizontally).

FIG. 19 is a diagram illustrating a second example of the
image to be stored in the MSRAM 13. The MSRAM 13
allows the height of the search window 32 to be set at an
arbitrary number up to 80 rows in a unit of 4 rows. Thus in
the presence of multiple reference images (two reference
images 301 and 302 in the example of FIG. 19), the height
of the search window 32 is set in accordance with the
number, so that a storage area 511 in the reference image 301
and a storage area 512 in the reference image 302 are stored
in the MSRAM 13.

FIG. 20 is a diagram illustrating resizing of an image by
the image production unit 12. As illustrated in FIG. 20, the
image production unit 12 reads four 8x2 packed words
aligned in two columns by two rows in a pixel space from
the LSRAM 11, and performs, for example, filtering or
subsampling of pixels on these four 8x2 packed words, so as
to produce one 8x2 packed word reduced to %4. The pro-
duced 8x2 packed word is stored in a unit storage area of the
MSRAM 13.

FIG. 21 is a diagram for illustrating distribution of the
luminance data among the memory banks in the MSRAM
13. FIG. 21 illustrates 64 pieces of 8x2 packed words
included in a pixel space of 32 columnsx32 rows. The
numerals in the figure indicate bank indexes allotted to the
memory banks of the Oth bank 420 to the seventh bank 427.
The address generation unit 43 sets the bank indexes of the
packed word, based on x and y coordinates in a unit of a
packed word in a pixel space. As illustrated in FIG. 21,
luminance data pieces are distributed to the memory banks,
so that arbitrary eight pieces of unit luminance data aligned
in one column by eight rows are stored in different memory
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banks and arbitrary eight pieces of unit luminance data
aligned in two columns by four rows are stored in different
memory banks.

FIG. 22 is a diagram illustrating the luminance data in
FIG. 21. The eight pieces of unit luminance data (1 col-
umnx8 rows) included in an area R11 can be read from or
written to the MSRAM 13 simultaneously. The eight pieces
of unit luminance data (2 columnsx4 rows) included in an
area R12 can be read from or written to the MSRAM 13
simultaneously.

The address generation unit 43 sets the bank address BA
in the memory bank for storing the packed words, based on
x and y coordinates in a unit of a packed word in a pixel
space.

FIG. 23 is a diagram illustrating an example of setting the
bank address BA in the MSRAM 13. FIG. 23 illustrates the
same 64 pieces of 8x2 packed words as FIG. 21. The
numerals in the figure indicate bank addresses BA. In this
example, eight packed words aligned in one column by eight
rows have a common bank address BA. For example, the
eight packed words at the upper left have the bank address
BA=0, and the adjacent eight packed words to the right have
BA=I.

FIGS. 24 to 28 are diagrams for illustrating a rule for
updating image data to be written from the image production
unit 12 to the MSRAM 13. While motion search targeting a
current macroblock is performed, image data in an area for
processing a subsequent current macroblock is written from
the image production unit 12 to the MSRAM 13.

Referring to FIG. 24, the current macroblock 31 is located
at the top-left corner of the reference image 30 when
processing starts. Here, the image data in a range where the
search window 32 overlaps the reference image 30 (diago-
nally shaded area) is written from the image production unit
12 to the MSRAM 13.

Referring to FIG. 25, when the current macroblock 31 is
on the upper side of the reference image 30, the image data
of'an area 34 in the reference image 30 and on the right side
of the search window 32 is written from the image produc-
tion unit 12 to the MSRAM 13.

Referring to FIG. 26, when the right side of the search
window 32 is on the right side of the reference image 30, the
image data of an area 34 located corresponding to the search
window 32 and one macroblock line below its lower side
and on the left side of the reference image 30 is written from
the image production unit 12 to the MSRAM 13.

Referring to FIG. 27, in a normal update when the current
macroblock 31 is around the center of the reference image
30, the image data of an area 34 on the right side of the
search window 32 is written from the image production unit
12 to the MSRAM 13.

Referring to FIG. 28, when the current macroblock 31 is
on the lower side of the reference image 30, the image data
of'an area 34 in the reference image 30 and on the right side
of the search window 32 is written from the image produc-
tion unit 12 to the MSRAM 13.

FIG. 29 is a diagram illustrating a configuration of the
SSRAM 17. The SSRAM 17 is split into multiple memory
bank, being configured with 32 memory banks in total
including Oth to fifteenth banks 720 to 72f belonging to a
first set 74 and Oth to fifteenth banks 730 to 73/ belonging
to a second set 75 in this example. Each of the first set 74
and the second set 75 switches a write of an image from the
transfer unit 16 and a read of an image to the search unit 18
on a time division basis. Simultaneous access to different
memory banks is available, and the number of banks the
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memory is split into is set at such a number that these writes
and reads on a time division basis are performed without
delay.

Writes of image data to the Oth to fifteenth banks 720 to
72fbelonging to the first set 74 and reads of image data from
the Oth to fifteenth banks 730 to 73f belonging to the second
set 75 can be performed simultaneously. Similarly, reads of
image data from the Oth bank 720 to the fifteenth bank 72f
belonging to the first set 74 and writes of image data to the
Oth bank 730 to the fifteenth bank 73f belonging to the
second set 75 can be performed simultaneously. While the
search unit 18 is reading the reference image from the
memory bank of the first set 74 to perform motion search on
a first current macroblock, the reference image to be used in
motion search on a subsequent second current macroblock is
written from the transfer unit 16 to the memory bank of the
second set 75. Then while the search unit 18 is reading the
reference image from the memory bank of the second set 75
to perform motion search on the second current macroblock,
the reference image to be used in motion search on a
subsequent third current macroblock is written from the
transfer unit 16 to the memory bank of the first set 74.

Each of the memory banks has a storage area for 32
words, among which the first 16 words are for storing image
data for forward prediction and the latter 16 words are for
storing image data for backward prediction. An input/output
interface 71 including an address generation unit 76 is
connected to the memory banks.

FIG. 30 is a diagram illustrating an example of an image
to be stored in the SSRAM 17. The SSRAM 17 holds
luminance data of a reference macroblock 81 and the sur-
rounding storage area 82. The reference macroblock 81 is a
macroblock indicated by a motion vector MV obtained as a
result of integer accuracy pixel search by the search unit 15.

The search unit 15 performs motion search in macroblock
part mode 1 with one block of 16 columnsx16 rows, in
macroblock part mode 2 with two blocks of 16 columnsx8
rows, in macroblock part mode 3 with two blocks of 8
columnsx16 rows, and in macroblock part mode 4 with four
blocks of 4 columnsx4 rows, and then outputs the motion
vector in the mode having the highest similarity as a result
of search. Thus search by the search unit 15 results in one
storage area 82 with the motion vector in the macroblock
part mode 1, two storage areas 82 with the motion vector in
the macroblock part mode 2 or 3, and four storage areas 82
with the motion vector in the macroblock part mode 4.

The SSRAM 17 also holds, though not illustrated in FIG.
30, a reference images for a Skip/Direct vector and a
reference image for a (0, 0) vector. The Skip/Direct vector
is a general term for a motion vector in the Skip/Direct
macroblock mode as defined in H.264 standard, and is
generated based on information on blocks adjacent to a
current macroblock. The (0, 0) vector is a motion vector of
a macroblock in the same position as a current macroblock
in a reference image.

FIG. 31 is a diagram illustrating packed word conversion
by the transfer unit 16. As illustrated in FIG. 31, in trans-
ferring pixel data from the LSRAM 11 to the SSRAM 17, the
transfer unit 16 converts 8x2 packed words equivalent of
luminance data of 8 columnsx2 rows in a pixel space into a
unit luminance data piece (hereinafter, “4x4 packed word”)
equivalent of luminance data of 4 columnsx4 rows in a pixel
space. More specifically, two pieces of 8x2 packed words
aligned in one column by two rows in a pixel space are read
from the LSRAM 11, and the boundary between the two
packed words are changed to two pieces of 4x4 packed
words aligned in two rows by 1 column in the pixel space.
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The produced 4x4 packed words are stored in the unit
storage area of the SSRAM 17.

FIG. 32 is a diagram for illustrating distribution of the
luminance data among the memory banks in the SSRAM 17.
FIG. 32 illustrates 256 pieces of 4x4 packed words included
in a pixel space equivalent of 64 columnsx64 rows. The
numerals on the left side in the boxes indicate bank indexes,
and the numerals on the right side indicate bank addresses
BA.

An assembly of storage areas of 16 words of 16 memory
banks are classified into a group G1 having a bank address
BA of “07, «“17, 27, “4”, 57, “67, “8”, “9”, or “a”, a group
G2 having a bank address BA of “3”, “7”, “b”, or “c”, a
group G3 having a bank address BA of “d”, and a group G4
having a bank address BA of “e” or “f”. The group G1 holds
a reference image for decimal accuracy pixel search based
on integer accuracy pixel search by the search unit 15. The
group G2 holds a reference image for a Skip/Direct vector.
The group G3 holds a reference image for a (0, 0) vector.
The group G4 is an unused reserve area. The address
generation unit 76 sets the bank indexes BI and bank
addresses BA for storing the packed words, based on x and
y coordinates in a unit of a packed word in a pixel space. As
illustrated in FIG. 32, luminance data pieces are distributed
to the memory bank, so that arbitrary 16 unit luminance data
piece aligned in four columns by four rows are stored in
different memory banks.

FIG. 33 is a diagram illustrating the luminance data in
FIG. 32. Arbitrary 16 pieces of unit luminance data (4
columnsx4 rows) included in the area R21 of the group G1
can be read from or written to the SSRAM 17 simultane-
ously. Similarly, arbitrary 16 pieces of unit luminance data
included in the area R22 of the group G2 and 16 pieces of
unit luminance data included in the area R23 of the group G3
can be read from or written to the SSRAM 17 simultane-
ously.

FIGS. 34 to 39 are diagrams illustrating a storage area of
a reference image in the SSRAM 17.

FIG. 34 illustrates an example of a search result by the
search unit 15 including a motion vector in the macroblock
part mode 1. With such a result, producing an image of 4
pixel accuracy from an image of 16 columnsx16 rows with
a 6-tap filter requires an integer accuracy image of 21
columnsx21 rows. Since one word holds pixel data of 4
columnsx4 rows, a storage area of 6 columnsx6 rows is
sufficient for obtaining an integer accuracy image of 21
columnsx21 rows from an arbitrary coordinate position. For
search in a range of £1.0, a reference image is stored in a
storage area of 7 columnsx7 rows indicated by the thick line
in the figure. In such search, the search unit 18 performs
reads of pixel data in a unit of 13 columnsx13 rows four
times on the storage area of the reference image, so as to
read the reference image from the SSRAM 17. Then in
motion search on a block of 16 columnsx16 rows, evaluation
of the blocks of 16 columnsx8 rows, 8 columnsx16 rows,
and 8 columnsx8 rows in the block of 16 columnsx16 rows
is also performed for motion search in each of the four
modes of the macroblock part modes 1, 2, 3, and 4 together.

FIG. 35 illustrates an example of a search result by the
search unit 15 including a motion vector in the macroblock
part mode 2. With such a result, producing an image of 4
pixel accuracy from an image of 16 columnsx8 rows with a
6-tap filter requires an integer accuracy image of 21 col-
umnsx13 rows. Since one word holds pixel data of 4
columnsx4 rows, a storage area of 6 columnsx4 rows is
sufficient for obtaining an integer accuracy image of 16
columnsx8 rows from an arbitrary coordinate position. For
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search in a range of £1.0, a reference image is stored in two
storage areas of 7 columnsx5 rows as indicated by the thick
line in the figure. In such search, the search unit 18 performs
reads of pixel data in a unit of 13 columnsx13 rows twice on
each of the two storage areas of the reference image, so as
to read the reference image from the SSRAM 17. Then in
motion search on a block of 16 columnsx8 rows, evaluation
of the blocks of 8 columnsx8 rows in the block of 16
columnsx8 rows is also performed for motion search in each
of the macroblock part modes 2 and 4 together.

FIG. 36 illustrates an example of a search result by the
search unit 15 including a motion vector in the macroblock
part mode 3. With such a result, producing an image of 4
pixel accuracy from an image of 8 columnsx16 rows with a
6-tap filter requires an integer accuracy image of 13 col-
umnsx21 rows. Since one word holds pixel data of 4
columnsx4 rows, a storage area of 4 columnsx6 rows is
sufficient for obtaining an integer accuracy image of 8
columnsx16 rows from an arbitrary coordinate position. For
search in a range of £1.0, a reference image is stored in two
storage areas of 5 columnsx7 rows indicated by the thick
line in the figure. In such search, the search unit 18 performs
read of pixel data in a unit of 13 columnsx13 rows twice on
the two storage areas of the reference image, so as to read
the reference image from the SSRAM 17. Then in motion
search on a block of 8 columnsx16 rows, evaluation of the
blocks of 8 columnsx8 rows in the block of 8 columnsx16
rows is also performed for motion search in each of the
macroblock part modes 3 and 4.

FIG. 37 illustrates an example of a search result by the
search unit 15 including a motion vector in the macroblock
part mode 4. With such a result, producing an image of 4
pixel accuracy from an image of 8 columnsx8 rows with a
6-tap filter requires an integer accuracy image of 13 col-
umnsx13 rows. Since one word holds pixel data of 4
columnsx4 rows, a storage area of 4 columnsx4 rows is
sufficient for obtaining an integer accuracy image of 8
columnsx8 rows from an arbitrary coordinate position. For
search in a range of 1.0, a reference image is stored in four
storage areas of 5 columnsx5 rows indicated by the thick
line in the figure. In such search, the search unit 18 performs
a read of pixel data in a unit of 13 columnsx13 rows once
on the four storage areas of the reference image, so as to read
the reference image from the SSRAM 17. Then motion
search in the macroblock part mode 4 is performed on the
blocks of 8 columnsx8 rows.

FIG. 38 illustrates a storage area of a reference image for
a Skip/Direct vector. Here, producing an image of ¥4 pixel
accuracy from an image of 16 columnsx16 rows with a 6-tap
filter requires an integer accuracy image of 21 columnsx21
rows. Since one word holds pixel data of 4 columnsx4 rows,
a storage area of 6 columnsx6 rows is sufficient for obtaining
an integer accuracy image of 21 columnsx21 rows from an
arbitrary coordinate position. Thus a reference image is
stored in a storage area of 6 columnsx6 rows indicated by
the thick line in the figure.

FIG. 39 illustrates a storage area of a reference image for
a (0, 0) vector. Here, producing an image of %4 pixel
accuracy is not required, and thus an integer accuracy image
of 16 columnsx16 rows is sufficient for obtaining an image
of 16 columnsx16 rows. Selecting a pixel from an arbitrary
coordinate position is also not required, and thus a reference
image is stored in a storage area of 4 columnsx4 rows
indicated by the thick line in the figure.

As described above, according to the motion search unit
4 in the present embodiment, the image production unit 12
produces a reduced image for rough search based on an
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image read from the LSRAM 11. The search unit 14 also
performs reduced pixel search based on a reduced image
read from the MSRAM 13. The search unit 15 also performs
integer accuracy pixel search based on an image read from
the LSRAM 11. Here, the LSRAM 11 and the MSRAM 13
are both accessible with a higher speed than the frame
memory 2. Thus in comparison with reads of an image from
the frame memory 2 by the image production unit 12, the
search unit 14, and the search unit 15, time required for reads
is shortened, and thus high-speed motion search is achieved
as a whole.

According to the motion search unit 4 in the present
embodiment, the transfer unit 16 stores the image read from
the LSRAM 11 in the SSRAM 17. The search unit 18
performs decimal accuracy pixel search based on the image
read from the SSRAM 17. Here, the SSRAM 17 is acces-
sible with a higher speed than the frame memory 2. Thus in
comparison with reads of an image from the frame memory
2 by the transfer unit 16 and the search unit 18, time required
for reads is shortened, and thus high-speed motion search is
achieved as a whole.

According to the motion search unit 4 in the present
embodiment, a unit storage area of the LSRAM 11 holds a
unit luminance data piece equivalent of luminance data of 8
columnsx2 rows in a pixel space, or a unit chrominance data
piece equivalent of chrominance data of 8 columnsx4 rows
in a pixel space. Thus a unit luminance data piece of 8
columnsx2 rows to be stored in a unit storage area of the
MSRAM 13 and a unit luminance data piece of 4 columnsx4
rows to be stored in a unit storage area of the SSRAM 17 can
be produced easily based on the unit luminance data pieces
stored in the unit storage areas of the LSRAM 11.

According to the motion search unit 4 in the present
embodiment, eight pieces of unit luminance data aligned in
two columns by four rows are stored in different memory
banks in the LSRAM 11. Thus these eight pieces of unit
luminance data can be written to and read from the LSRAM
11 simultaneously.

According to the motion search unit 4 in the present
embodiment, eight pieces of unit luminance data aligned in
one column by eight rows are stored in different memory
banks in the LSRAM 11. Thus these eight pieces of unit
luminance data can be written to and read from the LSRAM
11 simultaneously.

According to the motion search unit 4 in the present
embodiment, eight pieces of unit chrominance data aligned
in two columns by four rows are stored in different memory
banks in the LSRAM 11. Thus these eight pieces of unit
chrominance data can be written to and read from the
LSRAM 11 simultaneously.

According to the motion search unit 4 in the present
embodiment, four pieces of unit luminance data aligned in
one row by four columns and two pieces of unit chromi-
nance data aligned in one column by two rows are stored in
different memory banks in the LSRAM 11. Thus these four
pieces of unit luminance data and two pieces of unit chromi-
nance data can be written to and read from the LSRAM 11
simultaneously.

According to the motion search unit 4 in the present
embodiment, four pieces of unit luminance data aligned in
two columns by two rows and two pieces of unit chromi-
nance data aligned in two columns by one row are stored in
different memory banks in the LSRAM 11. Thus these four
pieces of unit luminance data and two pieces of unit chromi-
nance data can be written to and read from the LSRAM 11
simultaneously.
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According to the motion search unit 4 in the present
embodiment, the address generation unit 23 sets a memory
bank for storing each of the unit luminance data pieces and
the unit chrominance data pieces among multiple memory
banks of the LSRAM 11, based on positional coordinates of
unit luminance data pieces and unit chrominance data pieces
in a pixel space. Thus each of the unit luminance data pieces
and the unit chrominance data pieces are stored in an
appropriate memory bank.

According to the motion search unit 4 in the present
embodiment, the address generation unit 23 sets an address
in the memory bank for storing each of the unit luminance
data pieces and the unit chrominance data pieces, based on
the positional coordinates of the unit luminance data pieces
and the unit chrominance data pieces in a pixel space. Thus
the unit luminance data pieces and the unit chrominance data
pieces are stored at an appropriate address in the memory
bank.

According to the motion search unit 4 in the present
embodiment, a read and a write of data from and to the
LSRAM 11 are performed on a time division basis. Thus
configuration of the LSRAM 11 with a single-port RAM is
realized, achieving reduction in a circuit size.

According to the motion search unit 4 in the present
embodiment, a vertical size of the search window 32 is set
in a unit of a predetermined number of rows, so that the
LSRAM 11 is enabled to hold one or multiple reference
images. This realizes motion search not only with a single
reference image but also with multiple reference images.

According to the motion search unit 4 in the present
embodiment, while motion search targeting a current mac-
roblock is performed, luminance and chrominance data in an
area for processing a subsequent current macroblock is
written to the LSRAM 11. Thus upon completion of motion
search targeting a current macroblock, processing of a
subsequent current macroblock is started without delay.

According to the motion search unit 4 in the present
embodiment, the image production unit 12 produces one
piece of unit luminance data of 8 columnsx2 rows in a pixel
space, based on four pieces of unit luminance data aligned
in two columns by two rows in the LSRAM 11. This
facilitates producing a reduced image to be produced by
reducing an image stored in the LSRAM 11 to 4.

According to the motion search unit 4 in the present
embodiment, eight pieces of unit luminance data aligned in
two columns by four rows are stored in different memory
banks of the MSRAM 13. Thus these eight pieces of unit
luminance data can be written to and read from the MSRAM
13 simultaneously.

According to the motion search unit 4 in the present
embodiment, eight pieces of unit luminance data aligned in
one column by eight rows are stored in different memory
banks of the MSRAM 13. Thus these eight pieces of unit
luminance data can be written to and read from the MSRAM
13 simultaneously.

According to the motion search unit 4 in the present
embodiment, the address generation unit 43 sets a memory
bank for storing each of the unit luminance data pieces
among the multiple memory bank of the MSRAM 13, based
on positional coordinates of unit luminance data pieces in a
pixel space. Thus each of the unit luminance data pieces is
stored in an appropriate memory bank.

According to the motion search unit 4 in the present
embodiment, the address generation unit 43 sets an address
in the memory bank for storing each of the unit luminance
data pieces, based on the positional coordinates of the unit
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luminance data pieces in a pixel space. Thus the unit
luminance data pieces are stored at an appropriate address in
the memory bank.

According to the motion search unit 4 in the present
embodiment, a read and a write of data from and to the
MSRAM 13 are performed on a time division basis. Thus
configuration of the MSRAM 13 with a single-port RAM is
realized, achieving reduction in a circuit size.

According to the motion search unit 4 in the present
embodiment, a vertical size of the search window 32 is set
in a unit of a predetermined of rows, so that the MSRAM 13
is enabled to hold one or multiple reference images. This
realizes motion search not only with a single reference
image but also with multiple reference image.

According to the motion search unit 4 in the present
embodiment, while motion search targeting a current mac-
roblock is performed, luminance data in an area for pro-
cessing a subsequent current macroblock is written to the
MSRAM 13. Thus upon completion of motion search tar-
geting a current macroblock, processing of a subsequent
current macroblock is started without delay.

According to the motion search unit 4 in the present
embodiment, the transfer unit 16 generates two pieces of
unit luminance data of 4 columnsx4 rows in a pixel space,
based on two pieces of unit luminance data of 8 columnsx2
rows aligned in one column by two rows in the LSRAM 11.
This facilitates conversion from a unit luminance data piece
of 8 columnsx2 rows to a unit luminance data piece of 4
columnsx4 rows.

According to the motion search unit 4 in the present
embodiment, 16 pieces of unit luminance data aligned in
four columns by four rows are stored in different memory
banks of the SSRAM 17. Thus these 16 pieces of unit
luminance data can be written to and read from the SSRAM
17 simultaneously.

According to the motion search unit 4 in the present
embodiment, the address generation unit 76 sets a memory
bank for storing each of the unit luminance data pieces
among multiple memory banks of the SSRAM 17, based on
positional coordinates of unit luminance data pieces in a
pixel space. Thus each of the unit luminance data pieces is
stored in an appropriate memory bank.

According to the motion search unit 4 in the present
embodiment, the address generation unit 76 sets an address
in the memory bank for storing each of the unit luminance
data pieces, based on the positional coordinates of the unit
luminance data pieces in a pixel space. Thus the unit
luminance data pieces are stored at an appropriate address in
the memory bank.

According to the motion search unit 4 in the present
embodiment, a read and a write of data from and to each of
the first set 74 and the second set 75 of the SSRAM 17 are
performed on a time division basis. Thus configuration of
the SSRAM 17 with a single-port RAM is realized, achiev-
ing reduction in a circuit size.

According to the motion search unit 4 in the present
embodiment, while a read of data from one of the first set 74
and the second set 75 for motion search targeting a current
macroblock is performed, data for motion search targeting a
subsequent current macroblock is written to the other one of
the first set 74 and the second set 75. Thus upon completion
of motion search targeting a current macroblock, processing
of'a subsequent current macroblock is started without delay.

According to the motion search unit 4 in the present
embodiment, the SSRAM 17 holds a predetermined number
of unit luminance data pieces, in accordance with a macro-
block part mode included in a search result by the search unit
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15. Thus motion search by the search unit 18 is appropriately
performed in accordance with a macroblock part mode.

According to the motion search unit 4 in the present
embodiment, the SSRAM 17 further holds a reference image
for a Skip/Direct vector and a reference image for a (0, 0)
vector. This increases accuracy of motion search by the
search unit 18.

While the invention has been described in detail, the
foregoing description is in all aspects illustrative and not
restrictive. It is therefore understood that numerous modi-
fications and variations can be devised without departing
from the scope.

EXPLANATION OF REFERENCE NUMERALS

1 encoder

2 frame memory

4 motion search unit

11 LSRAM

12 image production unit

13 MSRAM

14, 15, 18 search unit

16 transfer unit

17 SSRAM

23, 43, 76 address generation unit

74 first set

75 second set

The invention claimed is:

1. An image processor that performs motion searches by
referring to a first image stored in an external memory, the
image processor comprising:

circuitry configured to:

hold a second image in a first internal memory accessible

with a higher speed than the external memory, the
second image being in a predetermined range of the
first image and including luminance data and chromi-
nance data, wherein the first internal memory holds, in
a unit storage area, a unit luminance data piece equiva-
lent of luminance data of 8 columnsx2 rows in a pixel

space or a unit chrominance data piece equivalent of

chrominance data of 8 columnsx4 rows a pixel space,
and includes a plurality of memory banks, the memory
banks being configured to hold eight pieces of unit
luminance data aligned in two columns by four rows
separately, and hold eight pieces of unit luminance data
aligned in one column by eight rows separately;

read an image in a predetermined range of the second
image from the first internal memory and produce a
third image for rough search based on the read image;

hold the third image in a second internal memory acces-
sible with a higher speed than the external memory;

read the third image from the second internal memory and
perform a first motion search based on the third image;
and

read a fourth image in a predetermined range of the
second image from the first internal memory based on
the first motion search and perform a second motion
search that is more detailed than the first motion search
based on the fourth image, wherein results of the
motion searches are used to obtain motion vectors for
a video coding with a reduced latency involved in
obtaining the motion vectors.

2. The image processor according to claim 1, further

comprising:

a third internal memory accessible with a higher speed
than the external memory, wherein the circuitry is
further configured to read a fifth image of a predeter-
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mined range in the second image from the first internal
memory based on the second motion search and store
the fifth image in the third internal memory; and read
the fifth image from the third internal memory and
perform a third motion search that is more detailed than
the second motion search based on the fifth image.

3. The image processor according to claim 1, wherein

the first internal memory includes a plurality of memory

banks,

the memory banks being configured to hold eight pieces

of unit chrominance data aligned in two columns by
four rows separately.

4. The image processor according to claim 1, wherein

the first internal memory includes a plurality of memory

banks,

the memory banks being configured to hold four pieces of

unit luminance data aligned in one column by four rows
and two pieces of unit chrominance data aligned in one
column by two rows separately.

5. The image processor according to claim 1, wherein

the first internal memory includes a plurality of memory

banks,

the memory banks being configured to hold four pieces of

unit luminance data aligned in two columns by two
rows and two pieces of unit chrominance data aligned
in two columns by one row separately.

6. The image processor according to claim 1, wherein the
first internal memory includes a plurality of memory banks,
and the circuitry is further configured to set a memory bank
for storing each of the unit luminance and chrominance data
pieces among the memory banks, based on a positional
coordinate of the unit luminance and chrominance data
pieces in a pixel space.

7. The image processor according to claim 6, wherein

the circuitry is further configured to set an address in the

memory bank for storing each of the unit luminance
and chrominance data pieces, based on the positional
coordinate of the unit luminance and chrominance data
pieces in the pixel space.

8. The image processor according to claim 1, wherein

a read and a write of data from and to the first internal

memory are performed on a time division basis.

9. The image processor according to claim 1, wherein

a vertical size of the second image is set in a unit of a

predetermined number of rows, so that the first internal
memory is enabled to hold one or a plurality of second
images.

10. The image processor according to claim 1, wherein

while motion search targeting a current macroblock is

performed, luminance and chrominance data in an area
for processing a subsequent current macroblock is
written to the first internal memory.

11. The image processor according claim 1, wherein

the circuitry is further configured to produce one piece of

unit luminance data of 8 columnsx2 rows in a pixel
space, based on four pieces of unit luminance data
aligned in two columns by two rows in the first internal
memory, and stores the unit luminance data piece in a
unit storage area of the second internal memory.

12. The image processor according to claim 11, wherein

the second internal memory includes a plurality of

memory banks,

the memory banks being configured to hold eight pieces

of unit luminance data aligned in two columns by four
rows separately.



US 9,443,319 B2

23

13. The image processor according to claim 11, wherein

the second internal memory includes a plurality of
memory banks,

the memory banks being configured to hold eight pieces
of unit luminance data aligned in one column by eight
rows separately.

14. The image processor according to claim 11, wherein

the second internal memory includes a plurality of memory

banks, the circuitry is further configured to set a memory

bank for storing each unit luminance data piece among the

memory banks, based on a positional coordinate of the unit

luminance data piece in a pixel space.

15. The image processor according to claim 14, wherein

the circuitry is further configured to set an address in the
memory bank for storing each unit luminance data
piece, based on the positional coordinate of the unit
luminance data piece in the pixel space.

16. The image processor according to claim 11, wherein

a read and a write of data from and to the second internal
memory are performed on a time division basis.

17. The image processor according to claim 11, wherein

a vertical size of the third image is set in a unit of a
predetermined number of rows, so that the second
internal memory is enabled to hold one or a plurality of
third images.

18. The image processor according to claim j, wherein

while motion search targeting a current macroblock is
performed, luminance data in an area for processing a
subsequent current macroblock is written to the second
internal memory.

19. The image processor according to claim 1, wherein

the circuitry is further configured to generate two pieces
of unit luminance data of 4 columnsx4 rows in a pixel
space, based on two pieces of unit luminance data
aligned in one column by two rows in the first internal
memory, and stores the unit luminance data pieces in a
unit storage area of the third internal memory.

20. The image processor according to claim 19, wherein

the third internal memory includes a plurality of memory
banks,
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the memory banks being configured to hold 16 pieces of
unit luminance data aligned in four columns by four
rows separately.

21. The image processor according to claim 19, wherein
the third internal memory includes a plurality of memory
banks, and the circuitry is further configured to set a memory
bank for storing each unit luminance data piece among the

memory banks, based on a positional coordinate of the unit
luminance data piece in a pixel space.

22. The image processor according to claim 21, wherein
the circuitry is further configured to set an address in the

memory bank for storing each unit luminance data
piece, based on the positional coordinate of the unit
luminance data piece in the pixel space.

23. The image processor according to claim 20, wherein

the plurality of memory banks of the third internal
memory includes a plurality of memory banks belong-
ing to a first set and a plurality of memory banks
belonging to a second set, and

a read and a write of data from and to each of the first and
second sets are performed on a time division basis.

24. The image processor according to claim 23, wherein

while a read of data from one of the first and second sets
for motion search targeting a current macroblock is
performed, data for motion search targeting a subse-
quent current macroblock is written to the other one of
the first and second sets.

25. The image processor according to claim 19, wherein

the third internal memory holds a predetermined number
of unit luminance data pieces in accordance with a
macroblock part mode included in a result of the
second motion search.

26. The image processor according to claim 19, wherein

the third internal memory further holds a reference image
for a Skip/Direct vector and a reference image for a (0,
0) vector, based on a position of a current macroblock
in a pixel space.
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